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Abstract

The nonlinear regression model is considered:

yi = g(xi; β0) + εi, i = 1, . . . , n,

where β0 ∈ Θ ⊂ Rp, ε1, . . . , εn are i.i.d. with distribution function F, density
f which is positive a.e., Eε = 0 and has finite Fisher’s information. The
regression function is required to be ”nice” and smooth.

Introduce a dispersion measure of Jackel’s type:

D(β) =
n∑

i=1

(yi − g(xi, β))an(Ri(β)).

Note, in difference to the linear regression model, the dispersion measure
is not longer convex. The rank estimator is defined as a solution of the
minimization problem:

β̃R = arg min
β∈Θ

D(β).

The local approximation of the dispersion measure by a quadratic criterion
works also for nonlinear regression. The related result of Koul (1996) can be
generalized to unbounded score functions. In the talk results on consistency
and asymptotic normality of the rank estimator are presented.
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